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Most data processing techniques traditionally used in scientific and engineering practice are statistical. These techniques are based on the assumption that we know the probability distributions of measurement errors, etc.

In practice, often, we do not know the distributions, we only know the bound $D$ on the measurement accuracy $dX$; hence, after the get the measurement result $X$, the only information that we have about the actual (unknown) value $x$ of the measured quantity is that $x$ belongs to the interval $[X - D, X + D]$. Techniques for data processing under such interval uncertainty are called interval computations; these techniques have been developed since 1950s. Many algorithms have been designed to deal with interval uncertainty.

In many practical problems, we have a combination of different types of uncertainty, where we know the probability distribution for some quantities, intervals for other quantities (and maybe expert information for yet other quantities). It is therefore desirable to extend interval techniques to the situations when, in addition to intervals, we also have a partial probabilistic (and/or expert) information. We provide an overview of related algorithms, results, and remaining open problems, and we emphasize the applications to bioinformatics.
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